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葛志强，浙江大学教授，博导，分别于2004年和2009年于浙江大学获工学学士和博士学位。 2014年11月至2017年1月于德国Duisburg-Essen大学从事“洪堡学者”研究工作。近年来，主持国家自然科学基金项目、国家重点研发计划课题以及企业横向等项目10余项。发表学术论文100多篇，多次获领域内重要会议最佳论文奖和最佳论文提名奖，论文SCI引用超过5000次，自2015年起连续5年入选Elsevier中国高被引学者。曾获国家优秀青年基金和德国洪堡基金，担任IFAC会刊Control Engineering Practice的Associate Editor，主要研究方向为工业大数据、机器学习与知识自动化。

**讲座内容简介:** 随着工业大数据时代数据量和数据维度的增加，提取工业系统的核心要素变得越来越困难，传统隐变量模型正面临着巨大的困境。从机器学习的角度出发，传统隐变量模型结构显然不能提供足够的模型复杂度，导致其描述能力非常有限，无法精确刻画复杂工业系统，提取其本质特征，严重限制了模型在实际过程中的应用范围。众多实践证明，深度学习提供了一个高效的模型复杂度拓展框架，同时，现代工业系统也给深度学习模型性能的有效发挥提供了一个天然的大数据环境，大幅降低了隐变量模型复杂度提升带来的过拟合风险。因此，深度隐变量模型是工业系统建模与知识解析在大数据时代的重要发展方向之一。
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